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[1] http://andrewgelman.com/2013/03/14/everyones-trading-bias-for-variance-at-
some-point-its-just-done-at-different-places-in-the-analyses/



Problem 1

• Samples x_1 to x_n, y_1 to y_n

• Objective 

• Optimal solution
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Problem 1

• Since y_i = x_i^{0.75}, we have

• Therefore, when n->inf
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Problem 1

• Method 2

• when n ->inf, MSE converges to

3/10/2014 4



Problem 2a

• R2:coefficient of determination

• how well data points fit a statistical model

• as the square of the correlation coefficient between the 
original and modeled data values
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Problem 2a

• R2:coefficient of determination

• one might keep adding variables to increase the R2 value
since it will never decrease as variables are added

• Adjusted R2

• increases only if the new term improves the model 
more than would be expected by chance
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Problem 2a

• Akaike Information Criterion (AIC)
• deals with the trade-off between the goodness of fit of 

the model and the complexity of the model

• the preferred model is the one with the minimum AIC 
value

• Is a probability,1 <= y <= 1
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Problem 2b
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Problem 2b
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• Compare to Significant test
• converge quickly

• not so accurate in this sample

• but is still preferable
• Not ideal in real world

• Bias VS variance

• Stable for small n and large n



Problem 2c

• Large n and large p datesets
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Problem 2c

• Large n and small p datesets
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Problem 2c

• Small n and large p datesets

3/10/2014 12



Problem 2c

• Small n and small p datesets
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Summary and General Findings

• When n is very large, significance test approach 
always gives us a complex model.

• Significance test approach is only useful when n is 
small.

• It is hard to compare adjusted R-squared and AIC.

• The larger k value is, the simpler model we will get. 
However, the k value cannot be too large.

• The value of n has more influence than the value of 
p in model selection.
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Problem 2d

• New PAC Leave1out01



Problem 2d

• New PAC Leave1out01: Implementation details

• The “subset” argument of lm() is used to avoid 
unnecessary copy of input matrix

• Compute prediction manually without calling 
predict()

• Computational intensive; parallelized code very 
helpful



Problem 2d

• New PAC Leave1out01: Result comparison

• More aggressive than ar2() and aiclogit()!



Parallelized Version

• Using “snow” package

• Test N predictor deletions in parallel



Parallelized Version

• Parallel speedup for ar2() and aiclogit() on a 2-core 
4-thread HT CPU
• Intel i3-2328m, 2.2GHz


