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while \( D \) estimates quantities like

\[ E[X^{(i)}Y] \quad (3) \]
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**CC seems wasteful.**

- In estimating, say, $E[X^{(2)}Y]$, why throw out cases in which $X^{(2)}$ and $Y$ are intact but $X^{(5)}$ is missing?
- Instead, estimate by $E[X^{(i)}Y]$ by
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\frac{1}{M} \sum_{X^{(i)}, \ Y \ \text{intact}} X^{(i)} Y_k
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- In estimating, say, \( E[X^{(2)} Y] \), why throw out cases in which \( X^{(2)} \) and \( Y \) are intact but \( X^{(5)} \) is missing?
- Instead, estimate by \( E[X^{(i)} Y] \) by

\[
\frac{1}{M} \sum_{X^{(i)}, Y \text{ intact}} X^{(i)}_k Y_k
\] (4)

where \( M = \# \) of cases with both \( X^{(i)} \) and \( Y \) intact.
- Same for the quantities \( E[X^{(i)} X^{(j)}] \).
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- Here we “reopen the case” regarding AC, comparing to CC and MI.
- We look at the old application, linear regression, and 2 new ones: PCA and log-linear model.
- We look at these criteria:
  - Applicability.
  - Variance, bias.
  - Run time.
- For MI, we use Amelia 2.
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Line 1: All 3 methods are applicable.

Line 2: Simulation results: n = 10000, p = 3, 10% missing, β₁ = 1

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Variance</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>0.9996</td>
<td>0.0002</td>
<td>0.79</td>
</tr>
<tr>
<td>MI</td>
<td>0.9784</td>
<td>0.0002</td>
<td>142.02</td>
</tr>
<tr>
<td>AC</td>
<td>1.0027</td>
<td>0.0010</td>
<td>23.80</td>
</tr>
</tbody>
</table>

Note: Most time in AC spent in finding numeric derivs for standard errors.

Line 3: MI slightly biased.

Line 4: AC terrible MSE. (Some intuition....)

Line 5: MI terrible run time.

Verdict: Use CC.
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MI not appropriate, since assumes MV normal data. (Though MI methods do exist for this setting.)

Example: Factors $X, Y, Z$; (12)(13) model — $Y$ and $Z$ independent, given $X$.

In terms of marginal distributions:

$$p_{ijk} = p_{i.} p_{.j} p_{..k}$$

E.g. set $\hat{p}_{i..k}$ to the proportion of cases in which $X = i$, $Z = k$, among cases in which $X$ and $Z$ are intact.

Simulation example: (1)(23) model, $n = 100$, est. $p_{111}$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>0.1246591</td>
<td>0.0009020450</td>
</tr>
<tr>
<td>AC</td>
<td>0.1249168</td>
<td>0.0007548656</td>
</tr>
</tbody>
</table>

AC advantage more if have more factors or higher NA %.
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On Assumptions

CC, AC assume MCAR, stronger than MI's MAR.

Arguably, \( \text{MAR} \cap \text{MCAR} \) rare in practice.

\( \hat{\beta} \) still unbiased for \( \beta \) under CC, AC even under \( \text{MAR} \cap \text{MCAR} \).

In \( \text{MAR} \cap \text{MCAR} \) case, bias does arise if use CC or AC to estimate \( E_Y \) or \( E_X(\text{i}) \).

In such case, use Matloff, Biometrika, 1982.
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